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# 摘要

The hybrid CTC/attention end-to-end automatic speech recognition (ASR) combines CTC ASR system and attention ASR system into a single neural network. Although the hybrid CTC/attention ASR system takes the advantages of both CTC and attention architectures in training and decoding, it remains challenging to be used for streaming speech recognition for its attention mechanism, CTC prefix probability and bidirectional encoder. In this paper, we propose a stable monotonic chunkwise attention (sMoChA) to stream its attention branch and a truncated CTC prefix probability (T-CTC) to stream its CTC branch. On the acoustic model side, we utilize the latencycontrolled bidirectional long short-term memory (LC-BLSTM) to stream its encoder. On the joint CTC/attention decoding side, we propose the dynamic waiting joint decoding (DWDJ) algorithm to collect the decoding hypotheses from the CTC and attention branches. Through the combination of the above methods, we stream the hybrid CTC/attention ASR system without much word error rate degradation.

Index Terms: speech recognition, CTC, attention, online decoding

混合CTC/注意力端到端自动语音识别（ASR）将CTC-ASR系统和注意力ASR系统结合成一个单一的神经网络。尽管混合式CTC/attention-ASR系统在训练和解码方面综合了CTC和attention两种体系结构的优点，但由于其注意机制、CTC前缀概率和双向编码等优点，在流式语音识别中的应用仍然具有挑战性。本文提出了一种稳定的单调分块注意流（sMoChA）和一种截断的CTC前缀概率流（T-CTC）。在声学模型方面，我们利用延迟控制的双向长-短期存储器（LC-BLSTM）来传输编码器。在联合CTC/注意解码方面，我们提出了动态等待联合解码（DWDJ）算法来收集来自CTC和注意分支的解码假设。通过上述方法的结合，在不降低误码率的前提下，实现了CTC/attention-ASR混合系统的流化。

索引词：语音识别，CTC，注意力，在线解码
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# 1.     介绍

端到端语音识别系统在大规模自动语音识别（ASR）任务中表现出了良好的性能，与传统的混合系统相比具有一定的竞争力。端到端系统集成了声学模型、词汇和语言模型，将声学特征直接转化为目标标签。端到端语音识别领域采用了两种主流框架。一种是帧同步预测，即每个输入帧有一个目标标签。连接主义时间分类（CTC）[1]丢失函数一直被用来训练帧同步模型。另一种是标签同步预测，即ASR模型决定何时输出目标标签。基于注意的编码器-解码器体系结构[2，3]被广泛应用于这样的框架中，其中注意决定应该关注哪些编码器特性。

到目前为止，已经提出了一些改进来提高CTC框架和基于注意的编解码框架的性能。为了消除CTC的条件独立性假设，一些工作已经将注意机制纳入了CTC框架[4，5，6]。Listen，attent和Spell（LAS）[7]应用了金字塔BLSTM，使注意力更容易从子采样特征中建模更广泛的输入上下文。此外，多头注意[8,9]，自我注意网络[10,11]和

此外，还介绍了其他一些复杂的注意事项。最近，有人提出了混合CTC/注意结构[12]，将CTC和注意框架结合成一个单一的神经网络。在这个架构中，CTC分支将引导注意力进行单调的排列，因此CTC和注意力的联合可以产生高质量的假设。

由于双向编码网络和全局注意机制的存在，目前大多数竞争激烈的端到端ASR系统不适合在线ASR任务。在混合CTC/注意体系结构中，CTC和注意分支在联合CTC/注意解码中以离线方式执行[13]。幸运的是，已经有一些工作专注于低延迟双向声学建模[14,15]和在线注意，如硬单调注意[16]和单调分块注意（MoChA）[17]。此外，最近还提出了一些在线端到端ASR模型[17、18、19]。

这项工作是第一次尝试流混合CTC/注意架构。首先，我们发现标准MoChA在我们的系统中是不稳定的，因此我们提出了一种稳定MoChA（sMoChA），它改变了注意力权重的计算方式，从而取代了全局注意力。第二，利用基于CTC的网络对音频进行分割，并在分割后的音频上而不是在完整的音频上计算截断CTC（T-CTC）前缀的概率。这项研究表明，T-CTC前缀概率与原始CTC前缀概率非常接近[20]。在对CTC和attention分支进行流化处理后，设计了动态等待联合译码（DWJD）算法来解决波束搜索中这两个分支异步预测标签的问题。最后，本文实现了一个在线混合CTC/attention体系结构，并在LibriSpeech上进行了实验。与离线混合CTC/attention结构相比，在线混合CTC/attention结构在test clean/test other上的绝对字错误率下降了1.8%/3.3%。

# 2.     相关工程

## 2.1.    混合CTC/注意力架构

混合CTC/attention体系结构由编码器、基于注意的解码器和基于CTC的网络组成。给定-长度声学特征={x1，···，xT}，编码器产生-长度编码器特征={h1，···，hU}（≤T）。基于注意的解码器在注意分支中逐步接收和预测目标标签。以下*T型十U型小时U型小时*

**http://dx.doi.org/10.21437/Interspeech.2019-2018**

公式描述了具体过程：

*小时*=编码器（X），（1）=注意（si−1，H），（2）∼解码器（si−1，yi−1，ci），（3）*ci公司彝语*

在基于注意的解码器中，隐藏状态、“上下文”向量和输出标签在哪里。考虑到长度标签序列={y1，···，yL}，CTC和注意分支将分别计算序列的后验概率（Y | X）和（Y | X）。最后，混合CTC/注意力架构的训练目标定义如下：*四、词、义我是的第*反恐委员会*第*收件人

*我*=λlogPctc（Y | X）+（1−λ）logPatt（Y | X），（4）其中是满足0≤λ≤1的超参数。*λ*

## 2.2.    单调的分块注意（摩卡）

MoChA的目标是学习编码器特性和标签序列之间的单调对齐。除此之外，摩卡在一个长度的区块内执行局部注意。算法1[17]总结了MoChA如何在解码阶段计算“上下文”向量。是预测标签时块停止的位置。第3-13行通过保持向前移动来执行单调行为。具体来说，在第4行中定义为选择的概率。在6-9号线，如果≥0.5，MoChA将在至之间进行局部关注。*小时是的w型ci公司钛彝语钛皮，jhj公司彝语hj公司*−宽+1*hj公司皮，j*
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输入：编码器特性={h1，···，hU}，输出索引，解码器隐藏状态，输出标签，端点，sigmoid函数（·），*小时我硅彝语钛σ*

注意块宽度*w型*

1： 初始化=0，y0=hsosi，t0=1，i=1*s码*0

2： 而−6=heosi do*彝语*1

3： for=ti−待办事项*日本*1 *U型*

4： =σ（能量（si−））*皮，j*1*，黄杰*

5： 如果≥0.5，则*皮，j*

6： for=j−w+1待办事项*k公司日本*

7： =能量（si−）*用户界面，k*1*，香港*

8： 结束
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10:

11： 中断

12： 结束if

13： 结束

14： 如果0.5，∀j∈{ti−···，U}，那么*皮，j<*1*,*

15： =0，=ti负极*ci公司钛*1

16： 结束if

17： ∼解码器（si−-），i=i+1*彝语*1*，彝语*1*，ci公司*

18： 结束时
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然而，算法1不能适应反向传播框架。我们必须根据算法2[17]计算训练阶段的期望值。为了模拟向前移动的行为，在算法2的第5行中提供了选择的预期概率。*ci公司αi，jhj公司彝语*

能量和能量函数的选择是

>

能量(![](data:image/gif;base64,R0lGODlh/QAZAHcAMSH+GlNvZnR3YXJlOiBNaWNyb3NvZnQgT2ZmaWNlACH5BAEAAAAALAAAAAD9ABkAgAAAAAAAAAL/hI+py+2/Apy02ouz3rz7LEnfSJbmiaaaCLDqC8fynLr0jee6bu/+D+T0ZMPSkIUMthpFUlJ5aUIZx0MA+cxdrVzqx9aUwsTiWTlB7gKxk7Na4QZ9l444IvTdGvB7+pLvRwfoZcdk2AcxKJcFZ1jVsVWIl+bxZNklAvbm49KjifhQlLnZ1hgXRpqa6Df559r6BpiU1TnrqNri+RrBdfbZ63oHirb7i+YmihsoPLxciTnKigjGSBV9GMXGjEnxKG1RRRv8DbzdDIpqcm2LflcNu9t3im1Mfh5qT+x1jyG+v7Kt0L92uXjVwTZQHb6E5uQ05KfM4IZ3C51BqqBI3i2GTaUyKuS4QyCvX+lETjmJcs6LetVSpjTp8oc/mDFr2oRCMt/NnTxfIuwJNKhMfWpoCj2KFGPRpEybmqlo1KlUpi25Tb2KtdRBiFm7HigAADs=)

(5)

能量（si−1，hj）=v>tanh（Wssi−1+Whhj+b），

(6)

其中是标量、向量和矩阵。它们都是可学习的参数。*g、 右v、 b类西，西*
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输入：编码器特征={h1，···，hU}，输出索引，解码器隐藏状态，输出标签，sigmoid函数（·），注意块宽度，高斯噪声*小时我硅彝语σw型*

1： =0，y0=hsosi，α0,0=1，α0，k=0（k6=0），i=1*s码*0

2： 而−6=heosi do*彝语*1

|  |  |
| --- | --- |
| 6: | 结束 |
| 7: | for=1待办事项*日本U型* |
| 8: | *乌伊，j*=能量（si−）1*，黄杰* |
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12： ∼解码器（si−-），i=i+1*彝语*1*，彝语*1*，ci公司*

13： 结束时
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## 2.3.    延迟控制BLSTM（LC-BLSTM）

LC-BLSTM旨在减少上下文敏感块BPTT中的冗余计算[14]。具体来说，首先将输入序列分割成固定长度的块。然后，在每个块之后连接未来的帧作为正确的上下文。对于每个区块，前向LSTM的隐藏状态从前一个区块复制而来，反向LSTM的隐藏状态由正确的上下文而不是完整的未来上下文提供。因此，LC-BLSTM的延迟被限制为+Nr帧[21]。*数控编号数控*

# 3.        在线混合CTC/Attention架构

## 3.1.    稳定单调分块注意（sMoChA）

在第2.2节中可以发现，除非在算法2中是离散的，否则解码阶段不等价于训练阶段，即∈{0,1}。这被称为训练和解码场景之间的不匹配。为了缓解这个问题，MoChA通过初始化到等式5中的负值或正值[16]，强制≈0或≈1。然而，我们发现这种初始化策略会导致注意力权重迅速衰减到零。我们可以按以下形式详细重写：*ci公司皮，j皮，j第第右αi，j*
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显然，序列{αi，·}指数衰减（1−p），因此当≈1时，注意力权重将沿指数衰减为零。类似地，序列{α·，j}指数衰减，因此当≈0时，注意力权重将沿指数衰减为零。因此，在标准摩卡咖啡中存在着离散性和稳定性之间的两难选择。*日本第第我第*

为了解决这个问题，我们提出了sMoChA，去掉了期望选择概率的项并计算如下：*αi*−1，j

*日本*−1

*αi、 日本*=p*i、 日本*Y（1−p）*i、 k公司*).(8)

*k公司*=1

我们初始化为负值，以保证序列{αi，·}的离散性，并防止序列{αi，·}急剧衰减。此外，我们还在第4.2节中评估了标准摩卡咖啡和我们的摩卡咖啡的稳定性和离散性。*右皮，j*
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图1：完整和截断CTC前缀概率的比较：上图是CTC空白符号概率分布的示例。下图显示了CTC前缀概率在对数域中的动态求和。实线表示计算部分，虚线表示省略部分。实线和虚线的交点是截断点。

## 3.2.    截断CTC（T-CTC）前缀概率

在混合CTC/注意体系结构中，采用联合CTC/注意解码[13]来提高性能。CTC概率被认为可以有效地排除由注意分支产生的错误假设。在波束搜索中，我们将最终假设的前缀称为部分假设，并将其表示为。联合CTC/注意力解码得分定义如下：*我我*

            分数（l）=λlogPctc（l | H）+（1−λ）logPatt（l | H）。(9)

在波束搜索中，所有作为前缀的标签序列的累积CTC概率用于评分，称为CTC前缀概率[20]，可通过以下公式计算：*我我*

*U型*

*第*ctc（l，…| H）=XPctc（l·ν| H）=XPctc（l | H[1:t]），（10）

*νt*=1

其中是任意后缀字符串。（l，…| H）是等式10中（l | H）的替代物，但它依赖于整个帧，妨碍在线解码。为了消除全局依赖性，我们可以利用峰值CTC概率分布来分割编码器特征。我们建议T-CTC前缀概率截断等式10中的总和，如下所示：*ν第*反恐委员会*第*反恐委员会*我*

*k公司*

*第*反恐委员会（长|高）≈XP反恐委员会（长|高）[1:t]),(11)

*t型*=1

其中求和的上限满足CTC分支在完成生成。因此，（HBI×HK（1））0和（HBI×HK）1在CTC概率分布中，其中HBI代表空白符号。我们需要跟踪每个假设的扩展。此外，图1证明了T-CTC前缀概率是CTC前缀概率的合理近似值。*k公司我香港第第k公司*

## 3.3.    动态等待联合译码

![](data:image/gif;base64,R0lGODlhLwESAHcAMSH+GlNvZnR3YXJlOiBNaWNyb3NvZnQgT2ZmaWNlACH5BAEAAAAALAAAAAAvARIAgAAAAAAAAAJtjI+py+0Po5y02ouz3vyAD4biSJbmiabqyrbuC8fyTNf2jef6zvf+DwwKh8Si8YhMKpfMpvMJjUqn1Kr1is1qt9yu9wsOi8fksvmMTqvX7Lb7DY/L5/S6/Y7P6/f8vr/fESg4SFhoeIiYqABQAAA7)由于在线注意力和CTC分支的同步预测在理论上没有保证，我们提出了动态等待联合译码算法，其中两种算法3动态等待联合译码（DWJD）

输入：声学特征={x1，x2，···}，输出索引，编码器索引，编码器特征，解码器隐藏状态，输出标签，起始点和，布尔变量doAtt和doCTC，sigmoid函数（·），阈值*十我日本hj公司硅彝语t型*收件人*t型*反恐委员会*σθ*

|  |  |
| --- | --- |
| 1： =0，y0=l=hsosi，tatt=tctc=1，j=i=1，θ=0.5*s码*0  2： 而−6=heosi do*彝语*1 | |
| 三： | doAtt=true，doCTC=true，j=min{tatt，tctc} |
| 4: | 而不是最后的编码器功能做*hj公司*−1 |
| 5: | *hj公司*=编码器（X） |
| 6: | 如果≥tatt和doAtt那么*日本* |
| 7: | *皮，j*=σ（能量（si−））1*，黄杰* |
| 8: | 如果≥0.5，则*皮，j* |
| 9: | *t型*收件人=j，doAtt=false |
| 10: | 结束if |
| 11: | 结束if |
| 12: | 如果和doCTC那么*j>t*反恐委员会 |
| 13: | 计算（hbi | hj）*第* |
| 14: | 如果（hbi | hj−1）<θ且（hbi | hj）≥θ，则*第第* |
| 15: | *t型*反恐委员会=j，doCTC=false |
| 16: | 结束if |
| 17: | 结束if |
| 18: | 如果doAtt=false，doCTC=false，则 |
| 19: | 打破 |
| 20: | 结束if |
| 21: | *日本*=j+1 |
| 22: | 结束时 |
| 23: | 如果doCTC=true，则 |
| 24: | *t型*反恐委员会=j−1 |
| 25: | 结束if |
| 26: | *c级我*=sMoChA（s−1]）*我，小时*[1:*t型*收件人 |
| 27: | *彝语*∼解码器（si−-）1*，彝语*1*，ci公司* |
| 28: | *我*=l·yi，i=i+1 |
| 29: | 计算ctc（l | H[1:tctc]），Patt（l | H[1:tatt]）*第* |
| 30:结束时 | |
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在线分支在生成部分假设时相互等待。该算法在算法3中给出。第4-22行中的内环在预测下一个标签时计算必要的编码器特征。在第6-11行中，记录注意块开始的位置，doAtt决定是否执行注意。在第12-17行中，记录第3.2节中讨论的截断点，doCTC确定是否计算CTC概率。为了等待较慢的分支，编码器索引总是设置为最小值和。*彝语t型*收件人*t型*反恐委员会*日本t型*收件人*t型*反恐委员会

在我们的实验中，我们还利用一个单独训练的LSTM语言模型[22]，以及算法3中计算的（l | H[1:t]）和（l | H[1:t]），对波束搜索中的部分假设进行评分。*第*反恐委员会反恐委员会*第*收件人收件人*我*

# 4.     实验

我们的实验是在一个1000小时阅读的英语语音语料库LibriSpeech上进行的。所有的模特都在960小时的火车上训练。有效集由dev clean和dev other组成。单词错误率（WER）分别在test clean和test other上报告。我们的基线和在线模型基于ESPNet[23]。所有实验均采用83维特征，包括80个滤波器组、基音、增量基音和归一化互相关函数（NCCF），用25ms窗口计算，每10ms移位一次，并选择子词[24]作为输出标签来解决词汇表外的问题。一个5000大小的子词集是通过基于单图语言模型的子词分割算法实现的[25]。我们在混合CTC/注意结构和外部语言模型中都使用了这个子词集。

## 4.1.    基线

在我们的基线，编码器包含2块VGG层

[26]然后是5层BLSTM。两个VGG区块的下采样率为四分之一。译码器是一个2层LSTM，它在训练阶段接收地面真值标签作为前一个预测。位置感知注意机制[3]被用来提高性能。LSTM和注意的隐态维数为1024。外部语言模型包含一个单层LSTM，在LibriSpeech的规范化LM训练文本上进行训练。所有实验在解码阶段使用相同的外部语言模型。清洁试验和其他试验的基线WER分别为4.2%和13.4%，见表1第一行。

## 4.2.    通过sMoChA和T-CTC流式传输CTC/注意力

我们的第一项工作是评估摩卡和斯摩查咖啡的性能。我们分别用MoChA和sMoChA替换基线中的位置感知注意，发现在不同的配置下，根据标准MoChA计算的注意权重容易衰减为零，而sMoChA计算的注意权重更稳定。在图2（b）中，当初始化为负值时，标准摩卡中的注意力权重会沿着解码器索引迅速衰减，如第3.1节所述。sMoChA的注意块宽度为3，等式5中的初始偏差为−4。如表1第3行所示，在test clean和testother上，sMoChA模型的WER分别为4.7%和13.6%。*右右*

我们在图2中描述了通过不同注意机制学习的注意权重，以进行比较。通过比较图2（c）和图2（d），我们发现解码和训练在注意权重上几乎没有差异，证明了我们的sMoChA的离散性。对比图2（a）和图2（c），图2（c）中的注意权重被限制在一个小的块中，不管子词发音多长，这是导致准确度损失的主要原因。

其次，我们研究了T-CTC前缀概率在联合CTC/注意解码中的性能。比较表1中的第1行和第2行，T-CTC前缀概率导致0.1%/0.2%的绝对退化。通过sMoChA和T-CTC前缀概率的结合，我们的系统在没有太多退化的情况下实现了4.8%/13.9%的WERs，如表1的第4行所示。

## 4.3.    通过VGG-LC-BLSTM传输CTC/注意力

我们将基线中的VGG-BLSTM替换为VGG-LC-

BLSTM，保持其余不变。具体来说，我们训练由基线初始化的VGG-LC-BLSTM模型，而不是从头开始。在LC-BLSTM中，块长度为32，右上下文长度为16。VGG-LCBLSTM模型在试验清洁/其他条件下的WER为5.4%/16.4%，见表1第5行。*数控编号*

最后，我们的在线模型由VGG-LC-BLSTM编码器、基于sMoChA的解码器和基于CTC的网络组成。我们通过基线初始化VGG-LC-BLSTM网络。采用DWJD算法实现在线解码过程。我们的在线模型在testclean/other上的WER为6.0%/16.7%，如表1的最后一行所示。第1行、第5行和第7行表明VGG-LC-BLSTM的绝对降解率为1.2%/3.0%，而sMoChA和T-CTC前缀概率的绝对降解率为0.6%/0.3%。表1还提供了与LibriSpeech上其他已发布的在线模型[27]的比较。

![](data:image/jpeg;base64,/9j/4AAQSkZJRgABAQEAYABgAAD/2wBDAAoHBwgHBgoICAgLCgoLDhgQDg0NDh0VFhEYIx8lJCIfIiEmKzcvJik0KSEiMEExNDk7Pj4+JS5ESUM8SDc9Pjv/wAALCACgAPIBAREA/8QAHwAAAQUBAQEBAQEAAAAAAAAAAAECAwQFBgcICQoL/8QAtRAAAgEDAwIEAwUFBAQAAAF9AQIDAAQRBRIhMUEGE1FhByJxFDKBkaEII0KxwRVS0fAkM2JyggkKFhcYGRolJicoKSo0NTY3ODk6Q0RFRkdISUpTVFVWV1hZWmNkZWZnaGlqc3R1dnd4eXqDhIWGh4iJipKTlJWWl5iZmqKjpKWmp6ipqrKztLW2t7i5usLDxMXGx8jJytLT1NXW19jZ2uHi4+Tl5ufo6erx8vP09fb3+Pn6/9oACAEBAAA/APZqKKa7iONnb7qgk1kxeI7WWRIQjeaREzL/AHQ5UDnuQXXI96kk1+0gVmmWRAszxHAzgLjLH25FRT+JrOCOM7Jd80ZkiVhjcOSD7ZAJGfQ0658TaXaSvHJKxKJvJVdwIyBj65ZePcU1fFOmO8aRtLI0qhowqZ35YKMfiQeexzTx4k09tNl1AGXyI225MZBb3UHqMelQnxVZpvaS3uVjH3XCBhJ87KMAHPO0np0p7+JrQPsSGdj85yU2gBQ2TzzjKMOmeOlPj8R2Ms6QoJizsAD5fABKhWPsSwxWtRRRRRUF7dCyspbllLCNc7R39qoWmvR3Vytv5DI/nNE2WBHHmYI9j5TehFUrfxjBLKySWc0YRWyQQeQx4HTPyjdn3x1qwPEqeVHc/ZWa2ld1VkcFwqhiWK8YHy9M5/Hin23iGC7hu3hj3G3nWFRv++GYKrZ7AnP5VGPFVmtuJp4J4V+XOQpxuzjoeeFJPoKU+KbNULNHKACctt4OMEgdyQGHYdaJPFFqocLBOZI1YsjADaVDMVPJ5wjdMj3raByAfWloooqrJqFvFfrZMW85ozKMLkbRVW2vdQvo2ntY7YQ+Y6J5hcMQrEZIxx0qXOr/ANyy/wC+n/wqsmm3MZVksdNVl24Ybs8dOcdsD8hSnT7oymU2GlmRmDlipyWHQ5x196QadcggjT9KyucHaeM9e3uae9neyStK9npjSMAGdgxJAII5x6gfkKRbG7R1dbHS1ZQArBSCAOgHHsKDZXbRNCbLTDGzbmQg7SfUjHWkOn3TZ3WGlnd1yp56e3sPypzWd4+N1npjYORkNx19vc/maRLS8jJKWemKS24lQwycg56dcgH8BUzPqyjOyy/77f8AwrOs/EF5LrsWm3FtAFkDfvI5GJGBnoRXQ1Vk1C3jv1smLea0RlGFyNo/rVW3vNQvo2nto7YQ+Y6p5hcMQrFckY46VLnV/wC5Zf8AfT/4U2RNUljaOSKxZHBDKWfBH5VGlpfRyCRLXTlcMW3LuByeCenX3pXtr6RNj2mmug/hYMR1z6evNH2W+3vJ9k03e/32w2W4xzxzxStb6g8Zja208qVCkZboOg6dqabO8ZSps9MKltxBBxn16deTS/Zr8jBtdOx6fN/h7CoZdMubi4W4ls9PeRVKgln6HrxjHNW86v8A3LL/AL6f/CjOr/3LL/vp/wDCkW5v4ry3iuY7bZOxXMbNkEKT3HtWhVLU9QOnxxMIfOMkgTG8LjgnPPXp0HNSSrN9tjaNIygjbczDnPGAD/npUOjmQ2cnmhQ/2ibcFOQD5jdDV+iiiiikyKjmuYLYAzzJEGOAXYDJpZCTGShzxwRVfTzO1uTPv372+8OcZ4qywyORmucW1Mfiq0l8kqCzgNt4/wBWa2dT1A6ekLLD5xlkCY8wLjjOeevToOaklWf7bG8aRlBG25mHOeMAH8+3aodHMhs5PNCh/tE24KcgHzG6Gr9FFJmlopDQDzRkYpaKo3v/ACENO/66v/6Lar1YXieESx2eXx+/GAQCucHk5Hb9elXZ0iGsxyPdyI/2dh5PIUjPLZ6Z/Xik0MxnT2MUhlTz5trlt24eY3Oe9aNFFITimSSiMjIJzTs8ZqOSQICxGcVjatAdcWGCJhEY5NxL854I7VuRoUjVc5wMU4cUtULsY1HT/wDrs/8A6LaqPieHzUsvnx+/GAVBXODycjt6d+lXZ0iGsxyPdyI/2dh5XIUjPLZ6Z/Xik0MxnTmMUhlTz5trlt24eY3Oe9aNFNZtqk+lNJ5U+1O3fLupR92mO+zc2M9KI2yTRn5F9zTlORTqo3v/ACENO/66v/6Lar1ZGvXKWotHa3imLTBMSRb8Ajt6cgVbnaQanAFsvMXy3JnyPkPGF/HmmaOzPZyM6GNjcTZUkHH7xu4q/RSMyqpZiAB1JPSuf8Qane2eqaVDaSERXDsJcIGyBtxz26mtxkV2+YZxUmBjFNaJHBDDINRpZwRtuRMH6mp6KKo3v/H/AKd/12f/ANFtVbXrlLX7I7W8UxaYJiSLeRkdvTkCrc7SDU4Ntl5i+W5M+R8h4wv480zR2Z7J2dDGxuJsqSDj943cVfoqnfSvHY3To2GRCR7cVLGxaKEnksmT+VSgfKB2pCcJxTD824HnpT1UAnFMY4jTH94U+P7p+pp9Ub3/AJCGnf8AXV//AEW1XqxPE0KSwWxYR5WXhnHbByo+vp1Pbmr84J1KDF15WI3Jj/v9OfTio9FBFk4MhlP2ib5zj5v3jc8cVoUVzGr3Ufi3QPEOi6Zu+1RRtat5w2rvZcjn05ra0u1ktNJsraTHmQQJG+05GQoBx+VXaKKKKKKpXv8Ax/6d/wBdm/8ARbVR8TQpLDbMwj3LLwzjtg5UfX06ntzV+cE6lBi68rEbkx/3+nPpxUejAixcGQyn7RN85x837xueOKvsdoJPamBwIy/brWSzBrfWCPU/+gitOH/UQH/YH8qm7VGOIQvc8VFFOj3c1uM74kUtxxznH8qmiOc+3FJGp8pR6GpB0oFUr3/kIad/11f/ANFtV6sbxDBcXP2VIYZXWN/MJj7kcBTyMAgnnnGKuy+V/aiBoC7mBsPk4xkZXHTnP6VFom37A22Iwr9omxGQBt/eNxgcVo1Qvr2S2HyBfxFZXhKyhiGo3ysxlvphLKCeAQuOPQYFdGKWiiiiiiqV7/x/6d/12b/0W1UvEEFxcm1SGGV1jfzCY+5HAU8jAIJ55xir0pi/tRQ0Bdzbth8kjAIyuOnOf0qLRNv2BtsRhX7RNiMgDb+8bjA4qzfStDYzyqBuRGYZ9hUVhK1zo9vNJgNLCrNj1IBqpZRrPZ32/P74/Nj6Y4rQY+WkKjpgDmpm4U1ET8sfu1VtPUSXFzdH78hCHHTC5Aq5EoG73NLH/qxTh0pao3v/ACENO/66v/6Lar1FVZIrs36SJOq24jIKEZy3r/Lv296oafeyWqT20trczSx3Em944cKcsWGOfRhWPcpqcnjqx1SOwvvsMUUiydAMlQB8u7nn2rf/ALWjaYwnT7wuqhiDCOhyB39jTl1EIMLpt4o9oQP60h1hVlWI2N7vcEqPK6gYz39xTv7UP/QPvf8Av0P8abJrKxbN9jejewVf3XU/nTv7UP8A0D73/v0P8abLrKwRNLJY3qooyT5WcfrTv7UP/QPvf+/Q/wAaP7UI/wCYfe/9+h/jTY9YWaJJY7G9ZHUMp8rqD0701p5Ly/sytncxrE7MzSIAANjD19SK06qyRXZv1kSdVtxGQUIz83r/AC79ves/T72S2jntpbW6mljuJN7xw4U5YsMc+jCq97NdTeHr6zj0+9M80Myx5QDlgdvOeOoqPw7dT2HhvTtKurC9F5a2MKTKIw2GC4POcHlTVm0uJYftQbTr0CV8r+7HTH1qydWVZoomsb3eVJUeSOQMZ7+4qX+0z/0D73/v0P8AGmSawkWwPYXo3ttX9z1P504aljpp14PpEP8AGmy6wsETSyWN6qKMk+T/APXp41Mj/mH3v/fof40HVCBn+z73/v0P8abHrCzRJLHY3rI6hlPldQenemNPJeahZlbO5jWJ2Z2kQAAbGHr6kVqUUVWtVvFmuDcujRl/3IXqF9+Pp696s1QVNS/tMsXT7JuPBxkjaMdvXPer9Z90mqNfKbaREtxt3BsEnnntxx78+2OdCqGpJqTmL+z5EQDPmb8c+mODzV5c7RuwTjnFVdRW+e3A094kl3jJlHG3vUlmLhbWMXTBpsfMR/kUXq3DWji1cJNxsJx6+9MsFvFtyL50aXccFOmPyH/6qtUUVWtVu1muDcujRl/3IXsvvx9P1qzVBU1L+0izOn2TccA43EbRjt6571frPuk1Nr5DbSItuNu4Ngk889uOPz9sc6FUNSTUnaL+z5EQDPmb8c+mODzV5c7RuxnHOKq6it89uBp7xJLvGTKONvepbQXC2sYumDTY+YikvVuGtHFo4SbjaTjHX3plgt4tuRfOjS7jynTH5CrVFFFFFFFZd1o8lxqEl0l48PmRqmEyCMEngg98/pUL6LfsoH9sTcAgnDfPz3+bjrjjHQYxzl9lotxagrJqc86+WUVWJAGQADjPbB/P15qF/D120caLrFwAhzzk4I6Ec/QYOR+NXtOsLizdmmv5LlWRVCvn5SOpHPf+lX6KKKKKKKKKyrrR5LjUJbpLx4fMRUwmQRgk8EHoc/pUT6LfuoH9sS9CCcN8/J6/Nx17Y6DGOcvs9FuLYMsmpzzr5ZRVYkAZAAOM9sH8/XmoX8PXbRxousXACHIzk4PYjn6DByPx5q9p1hcWbu019LchkVQr5+UjqRz3/pV+iiiiiiisvUdWewuxH5SshQHczbRktjJODgDvx3FRTa5Jb2qSm28wvcvACp44JAOOSegHHv2qi/i6ULGos13hI3kYudg3AEjOOOowcc8irun69LeX4tJLGSPKs/mNhcAMQBg8ngDJHeqNr4o1AKjXullN0UZG3I3MdxbGc8HChR3OanTxBdL5UkkMTodxnjQMr24BUYOc5Iz6DpUtrrtxPYGaW0aGUXKx7GRh+7YgqcHvg4/3qqxeLZmJ3aY7g7mUxv0AQHHIGWyTkDp71Lc+KGgEipZhyqZDiQlOgOSdv3TnAPcgjilj8STiPdLp7YGAXyVAY56jBwoC5J7elXtH1VtVjeTywibUdcHP3lzjPc/0IrSoooqjql+9hFFIkZk3OQQBkkBGbA9ztwPrVCz164mguZnt43EUTyKsb8HDsoG4+oUEHA71AfFbhQfsRJlfbEFLEgFVIJBA7t09AT2pIvFVwViZtOZxJsXMbfKGO7J3HAxwAB65FSX+vajZalLCunGa2jlA8xVPK+VuI/3txHtjPcUn/CQXcokaGGFGXaI4X3EzZbBZW4+X3x78VPZa9Nd6g0LWUkcPk5Vip5lHLLnGDwRj6GoYfElx5TPLZo4SLzS0bkcbEbpg93x/wEntQnieaWHzU06UIYw+T1XKrgY/i5PtxSv4neLZ5tgyB3CqWkwCC5UdvvZGdvp3rX065e7sY55FCs2c7ehwSMj2OM/jVmiiqkl8Y9SSz+zyNuiMnmAcDB6fWqto2oX8Tzi7+zjzXURNACVCsQMnPXipvsmo5z/aS59fs4/xoFpqAGBqSge1uP8AGj7LqP8A0El/8Bx/jR9l1H/oJL/4Dj/Gj7LqP/QSX/wHH+NH2XUf+gkv/gOP8aDaagRg6kpHvbj/ABo+y6j/ANBJf/Acf40fZdR/6CS/+A4/xrCvdR1RPFFlobXcEkF4km8vbAn5Vz0zir0k17Zz/ZUe4KqBhorEbPw57VczfW17apLdrNHM7Ky+SFxhSc5z7VpVUkvjHqSWf2eRt0Rk8wDgYPT61VtG1C/iecXf2cebIoiaAEqFYgZOevFTG01A9dSU/wDbuP8AGj7JqGSf7SXJ6n7OP8aPsuo/9BJf/Acf40fZdR/6CS/+A4/xo+y6j/0El/8AAcf40fZdR/6CS/8AgOP8aPsuo/8AQSX/AMBx/jQLTUAMDUlA9Bbj/Gj7LqP/AEEl/wDAcf41i3F1qD+I4NLlubeRMbwz2oLKQMgjmtoWmoAADUlAHT/Rx/jTN19bX1rHLdrNHM7Ky+SFxhSc5z7VpVm6zqMmnQwNGYQZZQh80kDGCeMd+O/HvVqVZWvIyk4RAjbk4O48YOPQc9/SoNHDrZyCRg7i4m3MFwD+8btV+iiiiiiqUWr2M+qy6XHNm7hjEjx7TwucZzjHWjV8yaXdwRuqzSQOEBcKc4wOe3PeqXhvT57TTkF7EPPUkhiwcgH3q7ZQX8UsjXd0syMPlULjacn/AD+FF7/x/wCnf9dm/wDRbVFrOoyadFA0ZhBllCHzSQMYJ4x3478e9WpVla8jKThECNlODuPGDj0HPf0qDRw62biRg7i4m3MFwCfMbtV+iiiiiiqUOrWVxqcumxTbrqFN7ptIwucZz0607VYZrjSbuG3BMskLKgBxyRxzVLw3YXFlpaR3sQFwrHJYhjj61sVRvf8AkIad/wBdX/8ARbVerC8TLGy2QZ2VjNwQ5GBjrgdTnGD2NW7hLQa3FJJHIZ2t2VWB+UqDkjHryf8AOKXQhGNPYRIY4xPNtUqVIHmN2PIrRoooooqlq18+nWMlwiK5VScMcVg6FFFJqVr4kkaQXGr2SqYUAKR87uvXvW5No9vdTGa6Z5nHCEnbsGc4GMd/X0q5FGkMSxRjCIMAe1Pqle/8f+nf9dm/9FtWf4mWNhZBnZWM3BDkYHrgdTnGD2NW7hLQa3FJJHIZ2t2VWB+UqDkjHryaXQxGNOYRIY4xPNtUqVIHmN2PIrRooopKWqeqXrWFlJcIgcoCcE4rI8OaetzcjxM0jCbULVQ8IHypzu4PXvXR0UVRvf8AkIad/wBdX/8ARbVerH1/UZLAWhhk2u82GGRyuDnr26fSr032z7fF5SxG38tvMLH5t3G38Ki0fzPscnm7RJ9om3bOmfMbpV+iq91fWlkYVuriOEzyiKIO2N7noo9ScGsPSF1UeOfEDXP2n+zzFbfZPMJ8vO079nbrjOK0ZZNWmkc2qJDGAABOBnPOTwT/ALOPxqMpr4HEtq2MjO0jPPUfh+tHkatMQl2tpLEZBkBc5TvkHv8A/XrUhhit4UhhjWOKMBURBgKPQCn0UVSvf+P/AE7/AK7N/wCi2qpr+oSWH2TyZdrvNhlyOVwc9e2cfSr032z7fF5SxG38tt5Y/Nu42/h1qLRvM+xP5u3zPtE27Z0z5jdKv0VXur61sjCtzcRwm4kEUQdsb3PRR6ng1h6Ouqjxz4ha6+0/2eY7X7J5hPl52Hfs7dcZxXSUUyWKOZCksaup6hhkUQwxW8SwwxrHGgwqIMAD0Ap9FFUb3/kIad/11f8A9FtV6sfxGoa3tgWK/vhjC5ycHA/zx68VauVgbVIDI7rIkTldo4I4ByaZoRjOnsYnMkZnm2sWLEjzG7nk1o1Be3Is7OW5KFxGudoOM1z0ts3jTS9B1WFhaLBex3pjcbyQm4bcjHJz1rVfytbDxJcusETgSIqlXLDkEHPTOO3OKt2VnHYWwt4S5RSSN7ZIyelWKKKKKKpXv/H/AKd/12b/ANFtVPxGoaC2BYr++4wucnBwP88evFWrlYG1SAyO6yJC5XaOMcA5P5U3QzGdOYxOZIzPNtYsWJHmN3PJrRqC9uRZ2ctwULiMZ2g4zXP3Fs3jG00XUImFoLS+jvCjjcWC7htyMYPPWunoooooooqje/8AIQ07/rq//otqvVka7YXF/wDZ1iiSRImL4ZguHGMZ4OVxnIGKuvvGoqVt1YGFv3u3kEEYXd6Hnt2qvpk6xafLLdNHBi4m3bn+Vf3jdzitFWVlDKQykZBB4Nc34rnvlktbe28wwzMVmVI9wIx3OOK07XT0tY00yGzjTTI48IuScHOccnNX440iULGgUDsBT6KKKKKKpXv/AB/6d/12b/0W1Vdc0+4vzbrFEkiRNvwzBcOMYzwcrjOQMVdfeNRUrbqwMLfvdvIIIwu70OT27VX0y4WKxZ7po4Ga5mBDOMZ8xuATjNaIIIBByD0Nc54rnvla1gtvMMMzlZlRN2RjvxxW5ZWVvYWqW9rEIokGFUEnH51Yoooooooqje/8hDTv+ur/APotqvUVVks2e/S6Fw6qsZTyx0Pv/kdhXN6zpGq6loF9o0FqrM0sm24nmAD7ssDwv+1j6g1oxxastja2bWEQjhjRWZbj5ty46cdOO9TWk2o2yLZ/2fLL5SA+bLcKS2SeCccnj+VWPtWpf9Axf/Agf4U1r7URKkf9lZ3AncJxgYx149/0NO+1al/0DF/8CB/hTJL7UY9n/EqLbmC/LODj3PHSn/atS/6Bi/8AgQP8KZNfajDE0n9kl9oztScEn6cU/wC1al/0DV/8CB/hR9q1L/oGL/4ED/CmxXuoyxJJ/ZWzeoba04BGex460mL65vbV5bNYY4XZmbzg2cqRjGPetKqslmz363QuHVVjKeWOh9/8jsK5nV9G1XUbBdPhtlf7Nfmbzp5gPMUlmyML/tgfUGt6GfUooI4zpqkooX/j4HYfSlF9qJmaP+yuiht3njBznjOOvH6infatS/6Bi/8AgQP8Kab7URKkf9lZ3AncJxgYx1OPf9DTvtWpf9Axf/Agf4UyS+1GPZ/xKi29tvyzg49zx0p/2rUv+gYv/gQP8KZNfajDE0n9kl9oztScEn6cU/7VqX/QNX/wIH+FButSA/5Bi/8AgQP8KbFe6jLEkn9lbN6htrTgEZ7HjrSYvrm+tXltFhjhdmZvODZypGMY960qKKrWtvNDNcPJcNKsr7kU/wAA9P8APp9as1QWyuhqRuDeHyNxIh57qB6+oz/k1frMubeafU1MWoCLYFYwKxyRnkkZ/Dp65z20iQOp6VQ1G1nvViktb426KCSyk4cEcdCOO+auh0WNC0ikHADEj5jUGoW093biO2vGtX3hi6rkkDtUlpDJBaxxSymV1HLnPP50l5DJcWjxRSmJ2xtcEjHPtTLC2ntbcx3Fy1w5YneRj/P/ANerVFFVrW3mhmuHluGlWV9yKf4B6f59PrVmqC2V0NSNwbs+RuJEPPdQPX1Gf8mr9ZlzbzT6opi1ARbArGBWOSM8kjP4dPXOe2kSBnJxis/UbWe9EUltffZ0UEllJw4I46Ecd81eDoqIWkUg4AYkfMar6hbXF3biO2vGtXDhi6rnIHapbSGSC1jillMrqOXOefzpLyCS4tXiilMTtja4JGOc9qbYW81rbmO4uTcPuJ3kf5/yas0UUUUUUVm3Wh2t5dyXErOTIqqyjGDtzjt71A3hizcAGaf5QQOVOeSeeOevOevGc4FPs/DtlZMzRtKxKFAXbOAQAf0H9Kibwpp7Kq+ZOoHo45PrnHB9xzgYq5p2kW+myO8LyMXRUIY5AC9MDt1/zir9FFFFFFFFFZt1odreXclxKzkyKqsoxj5c47e9QP4Ys3UKZp/lBA5U55J5456nOevGc4FPtPDtlZMzRtKxZGTLtnAIAP44H9Kifwpp7Kq+ZOoH91xyfXpwfcc4GKuadpFvpru8LyMXRUIY5AC9MDt1q/RRRRX/2Q==)

图2：不同注意下的注意权重可视化。需要注意的是，MoChA和sMoChA在解码阶段对一个块进行注意，而在训练阶段对整个帧进行注意。

表1：*不同模型的误字率（WER）：我们在不同的编码器（Enc）上进行了实验，包括VGG-BLSTM、VGG-LSTM和VGG-LC-BLSTM，不同的注意机制（Att）包括位置感知（Loc）和sMoChA。在联合CTC/注意解码中，我们使用CTC或T-CTC前缀概率。第二栏详细介绍了各种组合。*
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# 5.     结论

在本文中，我们提出了sMoChA和T-CTC前缀概率来计算注意权重和在线解码话语。在此基础上，提出了基于DWJD的CTC/attention联合解码算法，设计了一种基于VGG-LC-BLSTM编码器、基于sMoChA解码器和基于CTC网络的在线混合CTC/attention语音识别体系结构。我们的混合CTC/attention架构可以在线，在test clean/other of LibriSpeech上，WERs的绝对退化率为1.8%/3.3%。实验还表明，VGGLC-BLSTM编码器的性能损失最大，而sMoChA和T-CTC前缀概率造成的性能下降仅为0.6%/0.3/%绝对WERs。因此，我们的sMoChA和T-CTC前缀概率是可靠的在线方法。研究更好的低延迟编码器网络将包括在我们未来的工作。
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